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Abstract: We consider the nonlinear second-order boundary value problem

u′′ + κ2u = f(t, u(t)), t ∈ (0, T ), T > 0,

u(0) = u(T ), u′(0) = u′(T ),

where 0 < κ < π
T

, f : [0, T ]× [0,∞)→ [0,∞] is continuous. We use the sets of the associated Green’s function may have

zeros at some interior points. In particular, we study the problems where the associated Green’s function may have zeros.

The proof is based on the fixed point theorem in cones.
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1. Introduction

We consider the nonlinear second-order boundary value problem

u′′ + κ2u = f(t, u(t)), t ∈ Ω, (1)

u(0) = u(T ), u′(0) = u′(T ), (2)

where 0 < κ < π
T

, f : [0, T ] × [0,∞) → [0,∞] is continuous. It’s well-known that when the Green’s function is positive, we

can always find its positive minimum A and maximum B. Define a cone as follows:

K :=

{
u ∈ X|u(t) ≥ 0, min

t∈[0,T ]
u(t) ≥ A

B
‖ u ‖

}
. (3)

Then, Krasnosel’skii’s fixed point theorem can be used to prove the existence and multiplicity of positive solutions; see,

[1, 2, 5, 7–10, 12–15] and references therein. Boundary value problem with the associated Green’s function may have zeros

has been studied in [4, 11, 14] and references therein. In a recent paper [4], Graef, Kong and Wang establish the existence

of nonnegative solutions in the case where the associated Green’s function may have zeros. However, if κ = 1/2, then the
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Green’s function is zero at t = s. The minimum value of the Green’s function is zero and the above cone cannot be used to

apply Krasnosel’skii’s theorem. Graef et al used a new cone of form

K̄ :=

{
u ∈ X|u(t) ≥ 0, min

t∈[0,2π]

∫ 2π

0

u(t) ≥ Ā

B̄
‖ u ‖

}
, (4)

where Ā is defined by Ā = min
t∈[0,2π]

2π∫
0

G(t, s)ds > 0 and B̄ = min
t∈[0,2π]

| G(t, s) |. Under a sub-linear condition on f and also

under a super-linear condition on f provided that f is convex. Webb [14] used fixed point theory and a new open set to

improve the main results of [1]. By bifurcation techniques Ma and Zhong [11] obtained the existence of positive solutions

of integral equations in C[0, 1] where the kernel may vanish at the interior points of [0, 1]× [0, 1]. All of these earlier results

use the cone (4) cannot be used to apply Krasnosel’skii’s theorem. In the present paper we apply Krasnosel’skii’s theorem

in a cone (3) to study the problem where the associated Green’s function may have zeros. The important tool define and

use the set of the associated Green’s function may have zeros at some interior points and by these set of zeros element in

the associated Green’s function determine the minimum and maximum value of Green’s function. It is our purpose to prove

the existence of positive solutions of (1), (2). Assuming that:

(H1) 0 < κ < π
T

(H2) f : [0, T ]× [0,∞)→ [0,∞] is continuous.

The proof of the main results is based upon an application of the following fixed point theorem in cones [3, 9].

Theorem 1.1 ([3, 9]). Let E be a Banach space, and let K ⊂ E be a cone. Assume Ω1 , Ω2 are open bounded subsets of

E with 0 ∈ Ω1, Ω̄1 ⊂ Ω2. And let T : K ∩ (Ω̄2\Ω1)→ K be a completely continuous operator such that:

(1). If ‖ Tu ‖≤‖ u ‖, u ∈ K ∩ ∂Ω1 and ‖ Tu ‖≥‖ u ‖, u ∈ K ∩ ∂Ω2, or

(2). If ‖ Tu ‖≥‖ u ‖, u ∈ K ∩ ∂Ω1 and ‖ Tu ‖≤‖ u ‖, u ∈ K ∩ ∂Ω2,

Then T has a fixed point in K ∩ (Ω̄2\Ω1).

2. Main result

In this section, we present and prove our main result. Consider y ∈ C[0, 1], the problem

u′′ + κ2u = y(t), t ∈ (0, 1), (5)

u(0) = u(T ), u′(0) = u′(T ), (6)

where 0 < κ < π
T

is a constant. It is well known that then the Green’s function for (5) and (6) is given by

G(t, s) =
1

2κ(1− cos kT )

 sinκ(t− s) + sinκ(T + s− t), 0 ≤ s ≤ t ≤ T ,

sinκ(s− t) + sinκ(T + t− s), 0 ≤ t ≤ s ≤ T ,

We can verify that G is strictly positive, in fact, let Ĝ(x) = sinκ(x)+sinκ(T−x)
2κ(1−cos kT )

, x ∈ [0, T ]. It easy to check that Ĝ(x) is

increasing on [0, T
2

] and nondecreasing on [T
2
, T ], and G(t, s) = Ĝ(| t− s |)

0 < Ĝ(0) =
sinκT

2κ(1− cos kT )
≤ G(t, s) ≤ Ĝ(

T

2
) =

sinκT
2

2κ(1− cos kT )
=

1

2κ sinκT
2

.
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Green’s function have zeros in s = t, and κ = π
T

, see [1]. Now, define set of the associated Green’s function may have zeros

at t = s by

Γ = {(t, s) ∈ [0, T ]× [0, T ]|G(t, s) = 0, as s = t, κ ∈ (0,
π

T
]}.

Then, define

J = [0, T ]\Γ. (7)

Then, easy can find its positive minimum A and maximum B by

0 < A = min
t,s∈[0,T ]\Γ

G(t, s), B = max
t,s∈[0,T ]

| G(t, s) |, σ =
A

B
. (8)

Our main result are:

We now state our main results in this work. Analogous results for the Dirichlet/Neumann boundary value problems were

established in [2].

Theorem 2.1. Assume (H1) and (H2) holds. And f(t, u(t)) 6= 0 on any subinterval of [0, T].

(a). If lim
u→0+

max
t∈[0,T ]

f(t,u)
u

= 0 and lim
u→+∞

min
t∈[0,T ]

f(t,u)
u

=∞, then (1), (2) has a positive solution; or

(b). If lim
u→0+

min
t∈[0,T ]

f(t,u)
u

=∞ and lim
u→+∞

max
t∈[0,T ]

f(t,u)
u

= 0, then (1), (2) has a positive solution.

Proof. Superlinear case.

lim
u→0+

max
t∈[0,T ]

f(t, u)

u
= 0 and lim

u→+∞
min
t∈[0,T ]

f(t, u)

u
=∞.

It is clear that the problem (1) and (2) has a solution u = u(t) if and only if u solves the operator equation

u(t) =

∫ T

0

G(t, s)f(s, u(s))ds := Tu(t), u ∈ C[0, T ].

Denote

K = {u ∈ C[0, T ]|u(t) ≥ 0,min
t∈J

u(t) ≥ σ ‖ u ‖}

where J, σ defined in (7), (8) respectively above and ‖ u ‖= max
t∈[0,T ]

| u(t | .

Lemma 2.2. Assume (H1) and (H2) holds. Then T (K) ⊂ K and the map T : K → K is completely continuous.

Proof. If u ∈ K then

min
t∈J

Tu(t) = min
t∈J

∫ T

0

G(t, s)f(s, u(s))ds,

≥ A
∫ T

0

f(s, u(s))ds,

= B σ

∫ T

0

f(s, u(s))ds ≥ σ sup ‖ Tu ‖ .

Thus, T (K) ⊂ K. It easy to verify that T is completely continuous.

Now, since lim
u→0+

max
t∈[0,T ]

f(t,u)
u

= 0, we may choose H1 > 0, such that f(t, u) ≤ ε u , for t ∈ [0, 1], 0 < u ≤ H1, where ε > 0

satisfies B ε T ≤ 1. Thus, if u ∈ K and ‖ u ‖= H1, then

Tu(t) ≤ max
t∈[0,T ]

∫ T

0

G(t, s)f(s, u(s))ds,

≤ B
∫ T

0

f(s, u(s))ds ≤‖ u ‖,
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Now if we let Ω1 := {u ∈ K :‖ u ‖< H1}. Then we have ‖ Tu ‖≤‖ u ‖, u ∈ K ∩∂Ω1. Further, since lim
u→+∞

min
t∈[0,T ]

f(t,u)
u

=∞,

there exist Ĥ2 > 0, such that for t ∈ [0, T ], and u ≥ Ĥ2, f(t, u) ≥ µ u where µ > 0 and Aµ
∫
J
ds ≥ 1. Take H2 = {2H1,

Ĥ2
σ
},

Ω2 := {u ∈ K :‖ u ‖< H2}. Then u ∈ K, ‖ u ‖= H2 implies min
t∈J

u(t) ≥ σ ‖ u ‖≥ Ĥ2, for t̂ ∈ J

Tu(t̂) =

∫ T

0

G(t̂, s)f(s, u(s)ds,

≥ A
∫
J

f(s, u(s)ds

≥ A
∫
J

µ ‖ u ‖ ds

≥‖ u ‖ .

Hence, ‖ Tu ‖≥‖ u ‖ for u ∈ K ∩ ∂Ω2. Therefore, by the first part of the Theorem 1.1 and Lemma 2.2, it follows that T has

a fixed point in K ∩ Ω̄2\Ω1 such that H1 ≤‖ u ‖≤ H2 and u(t) > 0 for t ∈ [0, 1]. This completes the superlinear part of the

theorem. Sublinear case.

lim
u→0+

min
t∈[0,T ]

f(t, u)

u
=∞ and lim

u→+∞
max
t∈[0,T ]

f(t, u)

u
= 0.

We first choose H1 > 0 such that f(t, u) ≥ η̂ u for 0 < u ≤ H1, where η̂A
∫
J
ds ≥ 1 (A and J define in above of proof).

Then for u ∈ K, ‖ u ‖= H1 and t̂ ∈ J we have

Tu(t̂) =

∫ T

0

G(t̂, s)f(s, u(s))ds,

≥ A
∫
J

f(s, u(s)ds,

≥ Aη̂
∫
J

‖ u ‖ ds,

≥‖ u ‖ .

Let Ω1 := {u ∈ K :‖ u ‖< H1} such that ‖ Tu ‖≥‖ u ‖ for u ∈ K ∩ ∂Ω1. Now, since lim
u→+∞

max
t∈[0,T ]

f(t,u)
u

= 0, there exist

Ĥ2 > 0 so that f(t, u) ≤ λu for u ≥ Ĥ2 where λ > 0 satisfies λBT ≤ 1.

We consider two cases:

Case (i): f is bounded, f(t, u) ≤ N for all u ∈ (0,∞). In this case choose H2 := max{2H1, NBT} so that for u ∈ K with

‖ u ‖= H2 we have

Tu(t) =

∫ T

0

G(t, s)f(s, u(s))ds ≤ NBT ≤ H2.

and therefore ‖ Tu ‖≤‖ u ‖ .

Case (ii): f is unbounded. Then choose H2 > max{2H1, Ĥ2} such that

f(t, u) ≤ f(t,H2) for 0 < u ≤ H2.

Then for u ∈ K and ‖ u ‖= H2, we have

Tu(t) =

∫ T

0

G(t, s)f(s, u(s))ds

≤ λB
∫ T

0

f(s, u(s))ds

≤ λB
∫ T

0

f(s,H2)ds

≤ λTBH2

≤ H2 =‖ u ‖ .
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Therefore in either case we may put Ω2 := {u ∈ K :‖ u ‖< H2}, and for u ∈ K ∩ ∂Ω2 we have ‖ Tu ‖≤‖ u ‖. By the second

part of the Theorem 1.1, it follows that the problem (1), (2) has a positive solution,And this completes the proof of the

theorem.

Example 2.3. Let us consider the periodic boundary value problem (1), (2) with

(1). κ = 1
2

and T = 2π then the set of Green’s function may have zeros given by

Γ =

{
(t, s) ∈ [0, T ]× [0, T ]|G(t, s) = 0, as s = t, κ =

1

2
, T = 2π

}
.

Then, define

J = [0, T ]\Γ. (9)

Then, easy can find its positive minimum A and maximum B by

0 < A = min
t,s∈[0,2π]\Γ

G(t, s), B = max
t,s∈[0,2π]

| G(t, s) |, σ =
A

B
. (10)

or

(2). κ = 1
4

and T = 4π then the set of Green’s function may have zeros given by

Γ1 =

{
(t, s) ∈ [0, T ]× [0, T ]|G(t, s) = 0, as s = t, κ =

1

4
, T = 4π

}
.

Then, define

J1 = [0, T ]\Γ1. (11)

Then, easy can find its positive minimum A and maximum B by

0 < A = min
t,s∈[0,4π]\Γ1

G(t, s), B = max
t,s∈[0,4π]

| G(t, s) |, σ =
A

B
. (12)

Now let f(t, u) = uα(t), α ∈ (0, 1)∪ (1,∞). We see that (H1)(κ = 1
2
, 1

4
) hold and (H2) hold. Moreover, it is easy to see that

(a). lim
u→0+

max
t∈[0,T ]

f(t,u)
u

= 0 and lim
u→+∞

min
t∈[0,T ]

f(t,u)
u

=∞, if α ∈ (1,∞).

(b). lim
u→0+

min
t∈[0,T ]

f(t,u)
u

=∞ and lim
u→+∞

max
t∈[0,T ]

f(t,u)
u

= 0, if α ∈ (0, 1).

Then the conclusion follows from Theorem 2.1 (a) and (b).
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