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#### Abstract

In this paper, we discuss the existence of solution for functional random differential equation under caratheodory, compactness and monotonic conditions. Here, we shall employees random fixed point theorem of Dhage. MSC: $\quad 60 \mathrm{H} 25,47 \mathrm{H} 40$.
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## 1. Introduction

Let R be the real line and let $I=[-r, 0]$ and $I_{0}=[0, T]$ are two closed and bounded intervals in R for some real number $r>0$ and $T>0$. Let $J=[-r, T]$ and let $C\left(I_{0}, R\right)$ be the space of all continuous real valued functions on $I_{0}$. We define a supremum norm $\|\cdot\|_{c}$ in $C\left(I_{0}, R\right)$ by $\|x\|_{c}=\sup _{0 \leq \theta \leq T}|x(\theta)|$. Clearly C is a banach space with this supremum norm. For given $t \in I$ we define a continuous real valued function $x_{t}: I_{0} \rightarrow R$ by $x_{t}(t+\theta)$, for all $\theta \in I_{0}$. Given a measurable space $(\Omega, A)$ and for a given measurable function $f: \Omega \rightarrow C^{1}(J, R)$. Consider the second order Nonlinear Functional Random Differential equation (in short FRDE)

$$
\begin{align*}
& x^{\prime \prime}(t . \omega)=f\left(t, x_{t}(\omega), \omega\right)+g\left(t, x_{t}(\omega), \omega\right), \quad \text { a.e. } t \in J  \tag{1}\\
& x_{0}(0, \omega)=\varphi_{0}(\omega), \quad x_{0}^{\prime}(0, \omega)=\varphi_{1}(\omega)
\end{align*}
$$

for all $\omega \in \Omega$ where $(f+g): J \times R \times \Omega \rightarrow R$ and $\varphi_{0}, \varphi_{1}: \Omega \rightarrow R$. By a random solution of (1) means a measurable function $x: \Omega \rightarrow A C^{1}(J, R)$ that satisfies the equation (1), where $A C^{1}(J, R)$ is the space of real valued functions defined and absolutely continuously differentiable on J. We discuss the existence of the solution to (1) under the caratheodory, compactness and monotonic conditions through random fixed point theorem of Dhage. The classical ordinary differential equation has been studied by several authors for different aspects of the solutions.

In this paper we discuss the second order nonlinear functional random differential equation for existence of solution under suitable condition of non-linearity of $f+g$ which generalized several existence results.
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## 2. Axillary Results

Let E be the Banach space with the norm $\|$.$\| and let Q: E \rightarrow E$. Then $Q$ is called compact if $Q(E)$ is relatively compact subset of $E . Q$ is called totally bounded if $Q(B)$ is totally subset of $E$ for any bounded subset $B$ of $E . Q$ is called completely continuous if it is continuous and totally bounded on $E$. We also assume that the banach space $E$ is separable i.e. $E$ has the countable dence subset and let $\beta_{E}$ be the $\sigma$-algebra of Borel subsets of E . We say a mapping $x: \Omega \rightarrow E$ is measurable if for any $B \in \beta_{E}, x^{-1}(B)=\{\omega \in \Omega \mid x(\omega) \in B\} \in A$. Similarly, a mapping $x: \Omega \times E \rightarrow E$ is called jointly measurable if for any $B \in \beta_{E}$, one has

$$
x^{-1}(B)=\{(\omega, x) \in \Omega \times E \mid x(\omega, x) \in B\} \in A \times \beta_{E},
$$

where, $A \times \beta_{E}$ is the direct product of the $\sigma$-algebra A and $\beta_{E}$, with those defined in $\Omega$ and E respectively.
Let $Q: \Omega \times E \rightarrow E$ be a mapping. Then Q is called a random operator if $Q(\omega, x)$ is measurable in $\omega$ for all $x \in E$ and it expressed as $Q(\omega) x=Q(\omega, x)$. In this case we also say that $Q(\omega)$ is a random operator on E. A random operator $Q(\omega)$ on E is called continuous (respectively compact, totally bounded and completely continuous) if $Q(\omega, x)$ is continuous (respectively compact, totally bounded and completely continuous) in x for all $\omega \in \Omega$. The details of completely continuous random operators in Banach space and their properties appear Itoh [8]. In this paper, we employ the following random nonlinear alternative in proving the main result.

Definition 2.1. A random operator $Q: \Omega \times X \rightarrow X$ is called D-Lipschitz if there is a continuous and non decreasing function $\phi_{\omega}: \Omega \times R^{+} \rightarrow R^{+}$satisfying for each $\omega \in \Omega$

$$
\|Q(\omega) x-Q(\omega) y\|=\phi_{\omega}(\|x-y\|) \text { for all } x, y \in X
$$

Where $\phi_{\omega}(r)=\phi(\omega, r)$ with $\phi(\omega, 0)=0$, for all $\omega \in \Omega$. The function $\phi$ is called random $D$-function of the random operator $\phi(\omega)$ on $X$. In the special case when $\phi_{\omega}(r)=\alpha(\omega) r$, for some measurable function $\alpha: \Omega \rightarrow R$. The random operator $Q(\omega)$ is called Lipschitz with Lipschitz constant $\alpha(\omega)$. In particular if $\alpha(\omega)<1$ for each $\omega \in \Omega, Q(\omega)$ is called a contraction on X. If $\alpha(\omega)=1$, for each $\omega \in \Omega$ then random operator $Q(\omega)$ is called uniform contraction on $X$.

Theorem 2.2 ([2, 3]). Let $X$ be the separable Banach space and $Q: \Omega \times X \rightarrow X$ be a completely continuous random operator then either
(1). Random equation $Q(\omega)$ has random solution i.e. there is a measurable function $\xi: \Omega \rightarrow X$ such that $Q(\omega) \xi(\omega)=\xi(\omega)$ for all $\omega \in \Omega$.
(2). The set $\varepsilon=\{x: \Omega \rightarrow X$ is measurable $/ \lambda(\omega) Q(\omega) x=x\}$ is unbounded for some measurable function $\lambda: \Omega \rightarrow R$ with $0<\lambda(\omega)<1$ on $\Omega$.

Theorem 2.3 (Caratheodory). Let $Q: \Omega \times X \rightarrow X$ be a mapping such that $Q(., x)$ is measurable for all $x \in X$ and $Q(\omega,$. is continuous for all $\omega \in \Omega$. Then the map $(\omega, x) \rightarrow Q(\omega, x)$ is jointly measurable.

## 3. Existence Results

If a function $t \rightarrow x(t, \omega)$ is continuous for each $\omega \in \Omega$. Then in this case we write $x: C(J, R) \times \Omega \rightarrow C(J, R)$ now the (1) is equivalent to the random integral equation

$$
\begin{align*}
& x(t, \omega)=\phi_{0}(\omega)+\phi_{1}(\omega) t+\int_{0}^{t}(t-s)(f+g)\left(s, x_{s}(\omega), \omega\right) d s, \text { for } t \in I  \tag{2}\\
& x(t, \omega)=\phi_{0}(\omega), \quad x^{\prime}(t, \omega)=\phi_{1}(\omega), \quad \text { for } t \in I_{0}
\end{align*}
$$

We need the following definitions. Let $C(J, R)$ and $B M(J, R)$ denote the spaces all continuous, bounded and measurable real valued function on $J$ respectively. We define a norm $\|\cdot\|_{c}$ in $C(J, R)$ by $\|x\|_{c}=\sup _{t \in J}|x(t)|$. And $\|\cdot\| B$ in $B M(J, R)$ by $\|x\|_{B}=\max _{t \in J}|x(t)|, C(J, R) \subset B M(J, R)$. We shall seek the random solution of (??) in the space $B M(J, R)$ under suitable condition.

Definition 3.1. A mapping $\beta: J \times R \times \Omega \rightarrow R$ is called a random caratheodory if the following conditions satisfied
(1). $t \rightarrow \beta(t, x, \omega)$ is measurable for each $x \in R$ and
(2). $x \rightarrow \beta(t, x, \omega)$ is continuous almost everywhere for $t \in J$.

Definition 3.2. A Carathedory function $f: J \times R \times \Omega \rightarrow R$ is called a random $L^{1}$-carathe'odory if for each real number $r>0$ there is a measurable and bounded function $h_{r}: \Omega \rightarrow L^{1}(J, R)$ such that $|f(t, x, \omega)| \leq h_{r}(t, \omega)$ a.e. $t \in J$, for all $\omega \in \Omega$ and $x \in R$ with $|x|<r$. Similarly a Carathe'dory function $f: J \times R \times \Omega \rightarrow R$ is called a random $L_{R}^{1}-\omega-$ carathe'odory if there exist a function $h: \Omega \rightarrow L^{1}(J, R)$ such that $|f(t, x, \omega)| \leq h(t, \omega)$, a.e. for $t \in J$, for all $\omega \in \Omega$ and all $x \in R$. We consider the following hypotheses.
$\left(H_{1}\right)$ The function $\omega \rightarrow(f+g)(t, x, \omega)$ is measurable for all $t \in J$ and $x \in R$.
$\left(H_{2}\right)$ The function $(f+g): J \times R \times \Omega \rightarrow R$ is continuous and there exist a function $\alpha \in B(J, R)$. With bound $\|\alpha(\omega)\|$ satisfying for each $\omega \in \Omega$

$$
|(f+g)(t, x, \omega)-(f+g)(t, y, \omega)| \leq \alpha(t, \omega)\|x(\omega)-y(\omega)\|, \quad \text { a.e. } t \in J, \quad \text { for all } x, y \in R .
$$

$\left(H_{3}\right)$ The function $(t, \omega) \rightarrow(f+g)(t, x, \omega)$ is measurable for all $t \in J$ and $x \in R$.
$\left(H_{4}\right)$ The function $(f+g)$ is $L_{R}^{1}-\omega$-carathe'odory.
$\left(H_{5}\right)$ There exist a function $\gamma: \Omega \rightarrow L(I, R)$ with $\gamma(t, \omega)>0$, a.e. $t \in I$, and continuous non decreasing function $\psi$ : $[0, \infty) \rightarrow[0, \infty)$ satisfying for each $\omega \in \Omega$

$$
|(f+g)(t, x, \omega)| \leq \gamma(t, \omega) \psi\left(\|x(\omega)\|_{R}\right), \quad \text { a.e. } \quad t \in I, \text { for all } x \in R
$$

Moreover we assume that $\int_{c}^{\infty} \frac{d r}{\psi(r)}=\infty$, for all $c \geq 0$.
Our main existence results is

Theorem 3.3. Suppose that the assumptions $\left(H_{1}\right)-\left(H_{5}\right)$ holds. Further if for each $\omega \in \Omega$,

$$
\begin{equation*}
\int_{c}^{\infty} \frac{d r}{\psi(r)} \geq\|\gamma(\omega)\|_{L^{1}} \tag{3}
\end{equation*}
$$

where $c=Q_{0}+Q_{1} T$, then (1) has a random solution defined on $J$.

Proof. It is known that $B M(J, R)$ is separable Banach Space. Let $\omega \in \Omega$ be fixed. Define a mapping $Q: \Omega \times B M(J, R) \rightarrow$ $B M(J, R)$ by $Q(\omega) x(t)=\phi_{0}(\omega)+\phi_{1}(\omega) t+\int_{0}^{t}(t-s)(f+g)\left(s, x_{s}(\omega), \omega\right) d s$, for $t \in J$ and $\omega \in \Omega$. Now the map $t \rightarrow$ $\phi_{0}(\omega)+\phi_{1}(\omega) t$ is continuous for all $\omega \in \Omega$. Again as the indefinite integral is continuous on $J, Q(\omega)$ defines a mapping $Q: \Omega \times B M(J, R) \rightarrow B M(J, R)$. We shall show that $Q(\omega)$ satisfies all the condition of Theorem 2.1. First we show that Q is a random operator on $B M(J, R)$. Since $(f+g)(t, x, \omega)$ is random Carathe'odory, the map $\omega \rightarrow(f+g)(t, x, \omega)$ is measurable
in the view of Theorem 2.1. Similarly the product $(t-s)(f+g)\left(s, x_{s}(\omega), \omega\right)$ of continuous and measurable function is again measurable. Further the integral is the limit of a finite sum of measurable functions, therefore the map

$$
\omega \rightarrow \phi_{0}(\omega)+\phi_{1}(\omega) t+\int_{0}^{t}(t-s)(f+g)\left(s, x_{s}(\omega), \omega\right) d s=Q(\omega) x(t)
$$

is measurable. As a result Q is a random operator on $\Omega \times B M(J, R)$ into $B M(J, R)$. Using the standard argument and the dominated convergence theorem it is proved that $Q(\omega)$ is continuous random operator on $B M(J, R)$. Now we show that $Q(\omega)$ is totally bounded random operator on $B M(J, R)$. We prove that $Q(\omega)(S)$ is totally bounded subset of $B M(J, R)$ for each bounded subset S of $B M(J, R)$. To finish it is to prove to prove that $Q(\omega)(S)$ is uniformly bounded and equicontinuous set in $M B(J, R)$ for each $\omega \in \Omega$. Since the map $t \rightarrow \gamma(t, \omega)$ is bounded, by hypothesis $\left(H_{1}\right)$, there is a constant such that $\|\gamma(\omega)\|_{L^{1}} \leq c$ for all $\omega \in \Omega$. Let $\omega \in \Omega$ be fixed, one has

$$
\begin{aligned}
|Q(\omega) x(t)| & =\left|\phi_{0}(\omega)+\phi_{1}(\omega) t+\int_{0}^{t}(t-s)(f+g)\left(s, x_{s}(\omega), \omega\right) d s\right| \\
& \leq\left|\phi_{0}(\omega)\right|+\left|\phi_{1}(\omega)\right| t+\int_{0}^{t}(t-s)\left|(f+g)\left(s, x_{s}(\omega), \omega\right)\right| d s \\
& \leq\left\|\phi_{0}(\omega)\right\|+\left\|\phi_{1}(\omega)\right\|+\int_{0}^{T}(t-s) \gamma(s, \omega) \psi(\|x(s, \omega)\|) d s \\
& \leq\left(\phi_{0}+\phi_{1} T\right)+\int_{0}^{T} T \gamma(s, \omega) \psi(r) d s \\
& \leq\left(\phi_{0}+\phi_{1} T\right)+T\|\gamma(\omega)\|_{L^{1}} \psi(r) \leq K
\end{aligned}
$$

for all $t \in J$, where $K=\left(\phi_{0}+\phi_{1} T\right)+T \psi(r)$. This shows that $\{Q(\omega)(S)\}$ is uniformly bounded set in $B M(J, R)$ for each $\omega \in \Omega$. Next we show that $Q(\omega)(S)$ is equicontineous set in $B M(J, R)$. Let $t_{1}, t_{2} \in J$, then for any $x \in S$

$$
\begin{align*}
\left|Q(\omega) x\left(t_{1}\right)-Q(\omega) x\left(t_{2}\right)\right| & \leq\left|\phi_{1}(\omega) t_{1}-\phi_{1}(\omega) t_{2}\right| \\
& +\left|\int_{0}^{t_{1}}\left(t_{1}-s\right)(f+g)\left(s, x_{s}(\omega), \omega\right) d s-\int_{0}^{t_{2}}\left(t_{2}-s\right)(f+g)\left(s, x_{s}(\omega), \omega\right) d s\right| \\
& \leq\left|\phi_{1}(\omega)\right|\left|t_{1}-t_{2}\right|+\left|\int_{0}^{t_{1}}\left(t_{1}-s\right)(f+g)\left(s, x_{s}(\omega), \omega\right) d s-\int_{0}^{t_{1}}\left(t_{2}-s\right)(f+g)\left(s, x_{s}(\omega), \omega\right) d s\right| \\
& +\left|\int_{0}^{t_{1}}\left(t_{2}-s\right)(f+g)\left(s, x_{s}(\omega), \omega\right) d s-\int_{0}^{t_{2}}\left(t_{2}-s\right)(f+g)\left(s, x_{s}(\omega), \omega\right) d s\right| \\
& \leq\left|\phi_{1}(\omega)\right|\left|t_{1}-t_{2}\right|+\left|\int_{0}^{T}\left(t_{1}-t_{2}\right)(f+g)\left(s, x_{s}(\omega), \omega\right) d s\right|+\left|\int_{t_{2}}^{t_{1}}\left(t_{2}-s\right)(f+g)\left(s, x_{s}(\omega), \omega\right) d s\right| \\
& \leq Q_{1}\left|t_{1}-t_{2}\right|+\left|\int_{0}^{T}\left(t_{1}-t_{2}\right)(f+g)\left(s, x_{s}(\omega), \omega\right) d s\right|+\left|\int_{t_{2}}^{t_{1}} T(f+g)\left(s, x_{s}(\omega), \omega\right) d s\right| \\
& \leq Q_{1}\left|t_{1}-t_{2}\right|+\int_{0}^{T}\left|t_{1}-t_{2}\right|\left|(f+g)\left(s, x_{s}(\omega), \omega\right)\right| d s+\int_{t_{2}}^{t_{1}} T\left|(f+g)\left(s, x_{s}(\omega), \omega\right)\right| d s \\
& \leq Q_{1}\left|t_{1}-t_{2}\right|+\int_{0}^{T}\left|t_{1}-t_{2}\right| \gamma(s, \omega) \psi\left(\left\|x_{s}(\omega)\right\| d s+\int_{t_{2}}^{t_{1}} T \gamma(s, \omega) \psi\left(\left\|x_{s}(\omega)\right\|\right) d s\right. \\
& \leq Q_{1}\left|t_{1}-t_{2}\right|+\left|t_{1}-t_{2}\right|\|\gamma(\omega)\|_{L^{1}} \psi(r)+\left|p\left(t_{1}, \omega\right)-p\left(t_{2}, \omega\right)\right| \\
& \leq\left(Q_{1}+c \psi(r)\left|t_{1}-t_{2}\right|+\left|p\left(t_{1}, \omega\right)-p\left(t_{2}, \omega\right)\right|\right. \tag{4}
\end{align*}
$$

For all $\omega \in \Omega$ where $p(t, \omega)=\int_{t_{2}}^{t_{1}} T \gamma(s, \omega) \psi(r) d s$. Hence for all $t_{1}, t_{2} \in J,\left|Q(\omega) x\left(t_{1}\right)-Q(\omega) x\left(t_{2}\right)\right| \rightarrow 0$ as $t_{1} \rightarrow t_{2}$ uniformly for all $x \in S$ and $\omega \in \Omega$. Therefore $Q(\omega)(S)$ is uniformly bounded and equi-continuous, it compact by ArzelaAscolli Theorem for each $\omega \in \Omega$. Consequently $Q(\omega)$ is completely continuous random operator on S. Finally we prove that the set $\varepsilon$ given in inclusion (2) of Theorem 2.1 does not hold. Let $x \in \varepsilon$ be arbitrary and $\omega \in \Omega$ be fixed. Then
$x(t, \omega)=\lambda Q(\omega) x(t)$ for all $t \in J$ and $\omega \in \Omega$, where $0<\lambda<1$. Then one has

$$
\begin{align*}
|x(t, \omega)| & \leq \lambda|Q(\omega) x(t)| \\
& \leq\left|\phi_{0}(\omega)\right|+\left|\phi_{1}(\omega)\right| t+\int_{0}^{t}(t-s)\left|(f+g)\left(s, x_{s}(\omega), \omega\right)\right| d s \\
& \leq Q_{0}+Q_{1} T+\int_{0}^{t}(t-s) \gamma(s, \omega) \psi\left(\left(\left\|x_{s}(\omega)\right\|\right) d s\right. \\
& \leq C+T \int_{0}^{t} \gamma(s, \omega) \psi\left(\left(\left\|x_{s}(\omega)\right\|\right) d s\right. \tag{5}
\end{align*}
$$

for all $t \in J$ and $\omega \in \Omega$, where $c=Q_{0}+Q_{1} T$. For fixed $\omega \in \Omega, \mu(t, \omega)=\left|x\left(t^{*}, \omega\right)\right|$. Hence from (??) it follows that,

$$
\begin{aligned}
\mu(t, \omega) & =\left|x\left(t^{*}, \omega\right)\right| \leq c+T \int_{0}^{t} \gamma(s, \omega) \psi\left(\left\|x_{s}(\omega)\right\|\right) d s \\
& \leq c+T \int_{0}^{t} \gamma(s, \omega) \psi(\|\mu(s, \omega)\|) d s
\end{aligned}
$$

Put $w(t, \omega)=c+T \int_{0}^{t} \gamma(s, \omega) \psi(\|\mu(s, \omega)\|) d s \quad$ for all $t \in J$. Now differentiate with respect to $t$. We obtain

$$
\begin{aligned}
& w^{\prime}(t, \omega)=T \gamma(t, \omega) \psi(\mu(t, \omega)) . \\
& w(0, \omega)=c
\end{aligned}
$$

or

$$
\begin{aligned}
\frac{w^{\prime}(t, \omega)}{\psi(\mu(t, \omega))} & \leq T \gamma(t, \omega) \\
w(0, \omega) & =c
\end{aligned}
$$

Integrating from 0 to 1 ,

$$
\int_{0}^{1} \frac{w^{\prime}(s, \omega)}{\psi(\mu(s, \omega))} d s \leq T \int_{0}^{1} \gamma(s, \omega) d s
$$

By changing of variables,

$$
\int_{0}^{w(t, \omega)} \frac{d r}{\psi(r)} \leq T\|\gamma(\omega)\|_{L^{1}}<\int_{0}^{\infty} \frac{d r}{\psi(r)}=\infty
$$

Now an application of the mean value theorem for integral calculus, there exist a constant $M>0$ such that, $x(t, \omega) \leq$ $\mu(t, \omega) \leq w(t, \omega) \leq M$. For all $t \in J$ and $\omega \in \Omega$. Hence the conclusion (2) of Theorem 2.1 does not hold. As a result the conclusion (1) holds and the operator equation $Q(\omega) x=x$ has a random solution. This further implies that the random differential equation (1) has a random solution defined on $\Omega \times J$.

## 4. An Example

Let $\Omega=(-\infty, 0)$ be equipped with the usual $\sigma$-algebra consisting of Lebesgue measurable subsets of $(-\infty, 0)$ and let $J=[0,1]$ be a closed and bounded interval in R. Given a measurable function $x: \Omega \rightarrow C^{1}(J, R)$, consider the following random differential equation:

$$
\begin{align*}
& x "(t, \omega)=\frac{t \omega^{2} x^{2}(t, \omega)}{\left(1+\omega^{2}\right)\left[1+x^{2}(t, \omega)\right]}+\frac{k t \omega^{2} x^{2}(t, \omega)}{\left(1+\omega^{2}\right)\left[1+x^{2}(t, \omega)\right]} \text { a.e. } t \in J, \mathrm{k} \text { is any intger }  \tag{6}\\
& x(0, \omega)=\sin \omega, \quad x^{\prime}(0, \omega)=\cos \omega, \quad \text { for all } \omega \in \Omega
\end{align*}
$$

Here

$$
f(t, x, \omega)=\frac{t \omega^{2} x^{2}(t, \omega)}{\left(1+\omega^{2}\right)\left[1+x^{2}(t, \omega)\right]}, \quad g(t, x, \omega)=\frac{k t \omega^{2} x^{2}(t, \omega)}{\left(1+\omega^{2}\right)\left[1+x^{2}(t, \omega)\right]}
$$

For all $(t, x, \omega) \in J \times R \times \Omega$, and $\phi_{0}(0, \omega)=\sin \omega, \phi_{1}(0, \omega)=\cos \omega$ for all $\omega \in \Omega$. Clearly the map $(t, \omega) \rightarrow(f+g)(t, x, \omega)$ is jointly continuous for all $x \in R$ and hence jointly measurable for all $x \in R$. Also the map $x \rightarrow(f+g)(t, x, \omega)$ is continuous for all $t \in J$ and $\omega \in \Omega$. So the function f is Carathe'odory on $J \times R \times \Omega$. Moreover,

$$
\left|\frac{t \omega^{2} x^{2}(t, \omega)}{\left(1+\omega^{2}\right)\left[1+x^{2}(t, \omega)\right]}+\frac{k t \omega^{2} x^{2}(t, \omega)}{\left(1+\omega^{2}\right)\left[1+x^{2}(t, \omega)\right]}\right| \leq t=\gamma(t, \omega) \psi|x|
$$

Where $\gamma(t, \omega)=t$ for all $t \in[0,1]$ and $\psi(r)=1$ for all real number $r \geq 0$. Clearly $\gamma$ defines measurable and bounded function $\gamma: \Omega \rightarrow C^{1}(J, R)$. Similarly, $\psi$ defines a continuous and non decreasing function $\psi: R_{+} \rightarrow R_{+}$satisfying

$$
\int_{c}^{\infty} \frac{d r}{\psi(r)}=\int_{c}^{\infty} d r=\infty
$$

For all $C \geq 0$. Again, the function $\phi_{0}, \phi_{1}: \Omega \rightarrow C^{1}(J, R)$ are measurable and bounded with $\sup _{\omega \in \Omega} \phi_{0}(\omega) \leq 1$ and $\sup _{\omega \in \Omega} \phi_{1}(\omega) \leq 1$. Now,

$$
\|\gamma(\omega)\|_{L^{1}} \leq \int_{0}^{1} \gamma(t, \omega) d t=\frac{1}{2}<\int_{2}^{\infty} \frac{d r}{\psi(r)} .
$$

Therefore, the condition (3) is satisfied. Hence by Theorem 3.1, the random differential equation (6) has a random solution defined on $[0,1]$.
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